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Introduction

In the climate change phe-
nomenon, human activities have 
contributed to the exacerbation 
of the greenhouse effect, result-
ing in global warming (Cravero 
et al., 2021; Vessuri, 2023). 
This pressing issue affects not 
only current generations but 
also future ones (Naciones 
Unidas ONU, 2019). As the UN 
Intergovernmental Group of 
Exper ts on Climate Change 
highlights, Greenhouse Gases 
(GHG) have a direct relation-
ship with global average tem-
perature, with GHG concentra-
tions and global temperature 
r ising since the Industr ial 
Revolution (Naciones Unidas 
ONU, 2019). Thus, understand-
ing the connections between 
meteorological parameters and 
climate forecasting is crucial, 
particularly for specific regions. 

For the above, the objective of 
this research was to conduct a 
comparative analysis of 
Machine Learning techniques to 
evaluate their performance and 
understand their contribution to 
climate forecasting in the city 
of Iquique. 

This research focused on 
Iquique because it is a Chilean 
coastal city with a desert cli-
mate that experiences diverse 
weather conditions due to its 
location. Our study aims to as-
sess the performance of 
Machine Learning (ML) tech-
niques, specif ically Deep 
Learning (DL), in climate fore-
casting for Iquique. It is import-
ant to note that the General 
Directorate of Civil Aeronautics 
(GDCA) weather station at the 
Diego Aracena Airport is 45km 
south of Iquique. On average, 
we found that the temperature 
is 5.9 degrees higher, and the 

relative humidity is 20.27% 
lower. The pressure is 3.46 hec-
topascals (hPa) higher within 
the city compared to the GDCA 
weather station. When compar-
ing our data collected within 
the city to the data from the 
meteorological station, we ob-
serve significant differences in 
the measurements, as illustrated 
in Figure 1.

The contribution of this re-
search to this f ield , on the 
one hand, involves conducting 
a comparative analysis of var-
ious ML techniques to evalu-
ate their performance and un-
derstand their potential impact 
on cl imate forecast ing in 
Iquique. We col lected data 
using three Raspberry devices 
located in different par ts of 
the city to measure meteoro-
logical parameters of interest. 
On the other hand, the citi-
zens of Iquique will have an 

online platform with precise 
measurements of what hap-
pens in the city related to 
temperature, humidity, and 
atmospheric pressure.

The structure of the article 
is as follows: First, works relat-
ed to the field of climate pre-
diction are presented, focusing 
on forecasts based on large 
data sets and techniques based 
on artificial neural networks 
proposed in the scientific liter-
ature. The methodology used 
in this research is described, 
the data collection and prepara-
tion, the Machine Learning 
techniques applied, the experi-
ments carried out to evaluate 
different approaches and con-
figurations, the analysis of the 
results obtained, and the met-
rics used to evaluate the per-
formance of the proposed mod-
els in the context of the climat-
ic prediction in Iquique are 

tal based on Knowledge Discovery in Databases (KDD). The 
Transformer network and Arima in distant horizons gave bet-
ter performance, indicating that Machine Learning techniques, 
particularly Deep Learning, can contribute to and comple-
ment classic weather forecasting techniques. Understanding 
the contribution of classic techniques such as Machine Learn-
ing in climate forecasting opens a range of possibilities to be 
further investigated.

SUMMARY

Climate change is here and is a reality in the world; there-
fore, studying this phenomenon based on its relationship with 
meteorological parameters is the first step to making informed 
decisions. With this in mind, the objective of this work was 
to conduct a comparative analysis of machine learning tech-
niques used in weather forecasting to evaluate their accuracy 
in weather forecasting in a localized area, Iquique. The meth-
odology used was exploratory, and the design was experimen-
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RESUMEN

Descubrimiento de Conocimiento en Bases de Datos (KDD). 
La red Transformer y Arima en horizontes distantes mostraron 
un mejor rendimiento, indicando que las técnicas de Aprendi-
zaje Automático, en particular el Aprendizaje Profundo, pue-
den contribuir y complementar las técnicas clásicas de pre-
dicción del tiempo. Comprender la contribución de técnicas 
clásicas como el Aprendizaje Automático en la predicción cli-
mática abre un abanico de posibilidades para ser investigadas 
más a fondo.

El cambio climático es una realidad en el mundo; por lo 
tanto, estudiar este fenómeno basándose en su relación con 
los parámetros meteorológicos es el primer paso para tomar 
decisiones informadas. Con esto en mente, el objetivo de este 
trabajo consistió en realizar un análisis comparativo de técni-
cas de aprendizaje automático utilizadas en la predicción del 
tiempo para evaluar su precisión en la predicción meteoroló-
gica en una zona localizada, Iquique. La metodología utiliza-
da fue exploratoria, y el diseño fue experimental basado en el 

detailed. Finally, the conclu-
sions are presented, highlight-
ing the key f indings of the 
study and discussing the impli-
cations for the field of climate 
prediction. In addition, possible 
directions do offer for future 
research and development in 
this area.

ANÁLISE COMPARATIVA DE TÉCNICAS DE APRENDIZADO DE MÁQUINA PARA PREVISÃO DO TEMPO:      
UM ESTUDO DE CASO
Jorge Díaz-Ramírez, Ximena Badilla-Torrico, Fabian Santiago Muñoz, Miguel Pinto Bernabé e Ernie Quenaya-Quenaya

RESUMO

rimental baseado na Descoberta de Conhecimento em Bases de 
Dados (KDD). A rede Transformer e Arima em horizontes distan-
tes apresentaram melhor desempenho, indicando que as técnicas 
de Aprendizado de Máquina, particularmente o Aprendizado Pro-
fundo, podem contribuir e complementar as técnicas clássicas de 
previsão do tempo. Entender a contribuição de técnicas clássicas 
como o Aprendizado de Máquina na previsão climática abre uma 
gama de possibilidades para serem investigadas mais a fundo.

A mudança climática é uma realidade no mundo; portanto, 
estudar este fenômeno com base em sua relação com os parâ-
metros meteorológicos é o primeiro passo para tomar decisões 
informadas. Com isso em mente, o objetivo deste trabalho foi re-
alizar uma análise comparativa das técnicas de aprendizado de 
máquina utilizadas na previsão do tempo para avaliar sua pre-
cisão na previsão do tempo em uma área localizada, Iquique. 
A metodologia utilizada foi exploratória, e o desenho foi expe-

Figure 1. Comparison of values of climatic variables from Local and DGAC records. The first graph represents the temperature, the second the rela-
tive humidity, and the third the atmospheric pressure. Source: Own elaboration.

Related Works

Weather forecasting research 
has grown significantly due to 
its profound impact on our dai-
ly lives and various industries 
(Lee et al., 2020; Parashar and 
Johri, 2021). Predicting climate 
parameters like temperature, 

precipitation, pressure, wind, 
and humidity, is a dynamic 
and complex challenge due to 
the ever-changing environmen-
tal conditions (Molina et al., 
2023; Naveen and Mohan, 
2019). The key to improving 
forecasting accuracy lies in the 
choice of predictive techniques. 

In par ticular, Machine 
Learning (ML) techniques 
have been increasingly utilized 
for both long-term predictions 
using autoregressive integrated 
moving average (ARIMA) 
methods and short-term pre-
dict ions using Ar tif icial 
Neural Networks (ANNs) 
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(Bochenek and Ustrnul, 2022; 
Lee et al., 2020).

This research breaks new 
ground by conducting a com-
parative analysis of various 
ML techniques to assess their 
efficacy and potential impact 
on climate forecasting, specifi-
cally on Iquique. The process 
involved collecting data 
through three Raspberry Pi 
devices installed in different 
city areas to measure critical 
meteorological parameters 
(Bernatin et al., 2022; Sunehra, 
2019). Consequently, not only 
will the citizens of Iquique 
have an online platform offer-
ing precise measurements of 
temperature, humidity, and at-
mospheric pressure, but they 
will also gain better insights 
into the local climate trends 
(Corburn et al., 2022).

Historically, weather fore-
casting has been considered a 
science and technology-based 
prediction of atmospheric 
states. To model the non-lin-
earity of climate elements, 
ANNs have proven useful, 
with deep learning (DL) ap-
proaches further enhancing the 
capability to address the 
non-linearity of meteorological 
parameters (Abdalla et al., 
2021; Ren et al., 2021). One 
widely used algorithm for 
weather forecasting is the 
Random Forest. Mainly used 
for predicting weather based on 
past forecasts, it is valued for 
its accuracy when working 
with large data sets and its 
flexibility to be used separately 
for each classification (Krocak 
et al., 2023; Dhamodaran et 
al., 2020; Tyralis et al., 2019). 
However, it is worth mention-
ing that every technique has its 
limitations. For instance, prob-
lems of gradient vanishing and 
exploding in Recurrent Neural 
Networks (RNNs) and the con-
straints of convolutional filters 
in Convolutional Neural 
Networks (CNNs) can limit the 
effectiveness of these methods 
in modeling long-term and in-
tricate relationships in sequen-
tial data (Torres et al., 2020; 
Wu et al., 2020). A ref ined 
version of RNN is Long-short-
term memory techniques 
(LSTM). These can address the 
gradient vanishing problem, 

allowing for more effective 
predictions than conventional 
RNNs (Lee et al., 2020). The 
LSTM predictor performs ex-
cellently in hourly temperature 
prediction (Haque et al., 2021; 
Hou et al., 2022; Qi and Guo, 
2020). Moreover, the DL 
Transformer architecture is a 
promising alternative for mod-
eling time series that are com-
plex and dynamic, as it can 
process the entire data stream 
using self-at tention mecha-
nisms to learn dependencies 
(Ang, 2023; Vaswani et al., 
2017; Wu et al., 2020). In as-
sessing the accuracy of the 
predictions, the Mean Square 
Error (MSE) has emerged as 
one of the most utilized evalu-
ation indices, along with hori-
zons to measure returns over 
time (Nandi et al., 2022; 
Parashar and Johri, 2021). This 
research expands on these 
methods, providing a practical 
solution that harnesses ML 
techniques' power to increase 
climate forecasting precision.

Methodology

The type of research carried 
out was exploratory. In turn, 
the research design was quan-
titative experimental, obtaining 
the data of the meteorological 
parameters through the 
Raspberry Pi devices. Various 
ML techniques were applied to 
these datasets, thus obtaining 
the performance results of each 
algorithm. Subsequently, the 
techniques that obtained the 
best results were selected. With 
the selected techniques, an ex-
ploratory analysis of the mete-
orological parameters (such as 
temperature, pressure, and hu-
midity) was carried out, as 
well as the weather forecast 
based on these variables. The 
software interface used for 
these purposes was a web ap-
plication developed with 
Angular (Angular, 2022), 
NodeJS (Open JS Fundation, 
2022), an Apache2 web server 
(The Apache Software 
Foundation, 2022) and a Mysql 
database (Oracle, 2022).

Figure 2 illustrates the re-
search process based on 
Knowledge Discovery in 
Databases (KDD) that we 

employed (Fayyad et al., 
1996). Initially, the data col-
lected from the Raspberry Pi 
devices were stored in a cen-
tralized database. Selection of 
data for the project was the 
next step, and we based our 
criteria on the relevance to our 
objective, consistency of the 
measurements, and complete-
ness of the records.

Data

As shown in Figure 2, the 
data was obtained from the 
Raspberry Pi 4 (model B with 
8GB of RAM) at different 
points in the city of Iquique. 
Due to budget constraints, the 
number of devices implement-
ed was three. They were stra-
tegically placed in the city's 
nor thern, central, and 
south-central areas to account 
for possible differences in the 
measurements. Each of these 
three Raspberry Pi devices 

collects temperature, pressure, 
and humidity data. The data 
capture periodicity was every 5 
seconds, including variables 
such as 'Id', the unique identi-
fier for the query; 'Remote_Id', 
the identifier of the Raspberry; 
'Ambient_Temperature (Ts)', 
referring to the ambient tem-
perature; 'Air_Pressure (QFE)', 
which is the air pressure; 
'Humidity (HR)', indicating the 
ambient humidity; 'Created', the 
initial time and date of the 
capture; and 'ServerDate', the 
time and date in the database. 
Due to connection limitations, 
the data capture codes were 
executed every 72 hours, re-
starting this process at that 
time. The data capture process 
for the training of the predic-
tive techniques began on 
August 4, 2021, and ended on 
September 1, 2022. The sen-
sors captured 4,940,511 records 
since their start-up; however, 
only 40,892 records were used 

Figure 2. Overall Process based on Knowledge Discovery in Databases 
(KDD). Source: Own elaboration.
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for training the models. First, 
the decrease in the number of 
records is mainly due to the 
low significance of the raw data 
(captured every 5 seconds) for 
studying the behavior of climat-
ic variables. For example, the 
environmental temperature var-
ies significantly (more than one 
degree) in steps of 1 hour. 
Secondly, without the previous 
point, the models become noto-
riously slow and less predictive-
ly effective since they are vic-
tims of the vanishing gradient 
problem due to the high data 
density per hour without signif-
icant selection. These ideas mo-
tivate improving the records' 
interpolation and integrating 
data from the GDCA, which are 
tested hourly and add to down-
time. The Raspberry will con-
tinue to capture data for the 
web platform at https://clima.
uta.cl/. In addition, the informa-
tion was not captured due to 
electricity, internet, or device 
connection problems; these re-
cords, with the data disseminat-
ed by the GDCA, are imputed.

Techniques

The studied techniques de-
scribe how the training data 
associates features (characteris-
tics) and labels (predictions). 
Also, a multivariable technique 
identifies multiple input vari-
ables to define multiple output 
variables (Concato et al., 1993). 
These techniques are known as 
MIMO (Multiple Input, 
Multiple Output), and combina-
tions of input variables (input) 
predict values of output vari-
ables (output). At the same 
time, another important concept 
is that of Autoregression 
(Jayagopal et al., 2022). This 
concept corresponds to a tech-
nique that describes multiple 
past m states of a variable used 
to define the current or future 
state of the same variable. 
These are called Autoregressive, 
and one of their advantages is 
the ability to generate forecasts 
long periods into the future by 
'walking' over their predictions.

Experiments

Several experiments, with 
the f inal data set , were 

carried out to analyze the con-
tribution provided by statisti-
cal techniques and Machine 
Learning in climate forecast-
ing. The techniques had gen-
eral parameters, such as 100 
epochs, MSE loss function, 
and Adam optimizer.

AutoRegressive Integrated 
Moving Average (ARIMA): This 
technique uses a statistical ma-
chine learning (Hewage et al., 
2021), which uses variations 
and regressions of statistical 
data to find patterns in a pre-
diction (Jayagopal et al., 2022). 
These techniques are univari-
able and require that the per-
ceived periodicity of the time 
series to be studied be indicat-
ed as a minimum. Most cli-
matic variables draw 24-hour 
cycles corresponding to one 
day, so for each variable with 
these characteristics, an 
ARIMA technique is built. 
One of the outstanding features 
of ARIMA is that it is possible 
to make 'bulk' predictions with 
only a fixed future value of the 
time series (an arbitrary future 
date) depending entirely on the 
last steps that the technique is 
creating. In these, the variance 
decreases over time, and the 
predictions converge on the 
average of the variables. In 
data preparation, local records, 
grouped by an hour (72 re-
cords) in the last three days, 
were selected, and linear inter-
polation to construct the tech-
nique was used. 

Deep Neural Network 
(DNN): On the contrary, ML 
techniques do not consume a 
bulk of their past states as 
features but relate sets of date-
times with, for example, a spe-
cific temperature, building a 
mapping of the type 'Variable 
is propor tional to Moment 
(past or future)'. Consequently, 
the training 'moment to value 
variable' assignments general-
ize bet ter. For this reason, 
time features such as hour, 
day, and month, which are in-
dependent and therefore do not 
require consuming their pre-
dictions, are converted from 
the new inputs to the tech-
nique. Unlike ARIMA, a DNN 
can have a multivariable out-
put and precisely control the 
neural network's internal 

behavior, such as the number 
of layers and the way of acti-
vation. However, it requires an 
enormous amount of meaning-
ful and consistent data (Díaz–
Vico et al., 2017). In data 
preparation, DNN uses large 
and consistent data grouped by 
an hour (to increase relevance), 
and an additional selection of 
external data is made (to in-
crease "story"). Likewise, ex-
ternal data from the GDCA, 
cor responding to 2019 and 
2020, are used to impute the 
records without data. The pa-
rameter settings for the DNN 
were Adam Optimizer, the 
activation function of ReLu, 
and 100 training epochs.

Random Forest (RF): This 
technique arises from the need 
to unite the ideas explored in 
previous techniques; that is, the 
predictions generated by this 
technique consider the history 
of the variables (annual cycles) 
and records of previous hours 
(Meng and Zhu, 2023). 
Furthermore, the existing rela-
tionship can detect the cyclical 
behavior of climatic variables 
through Hours(H), Days(D), 
and Months(M); in turn, the 
prediction considers the tem-
perature that precedes it. For 
data selection, local data is 
used together with GDCA data 
(2 years) grouped by an hour; 
both are joined by data inte-
gration (join & replace).

Long Short-Term Memory 
(LSTM): This technique uses 
the forecast through the detec-
tion of natural cycles in climat-
ic variables (as in DNN) and, 
in turn, considers the previous 
values of these same variables 
in 24 hours (as ARIMA). The 
advantage of this technique is 
that it has more information to 
establish a single forecast since 
it will consume a table of 24 
rows and six columns to gener-
ate three forecasts, one for 
each climate variable (van 
Nooten et al., 2023). Data se-
lection and integration were 
identical to the previous tech-
niques, adding data normaliza-
tion, a requirement for work-
ing with neural networks. In 
addition, using a time series 
generator, a windows system 
was implemented. The imple-
mentation of a LSTM layer is 

essential. Strictly speaking, 
the layer is a LSTMcell + 
RNN (Recur rent Neural 
Network) structure. In other 
words, it consists of a series 
of LSTM neurons connected 
sequentially as an RNN. The 
network configuration consid-
ered 100 epochs for training, 
Adam optimizer, and Leaky-
ReLu activation function.

Transformer network: The 
last technique corresponds to a 
Transformer network (Vaswani 
et al., 2017), which uses atten-
tion algorithms to detect pat-
terns and trends in the data. 
Developed initially for Natural 
Language Processing (NLP) 
topics, their ability to consume 
sequential data and create new 
sequences based on them 
makes them helpful in generat-
ing climate forecasts (Lim et 
al., 2021). Again how the tech-
nique consumes data changes. 
This time it will be mapped in 
the sequence-by-sequence (se-
q2seq) way, where each se-
quence consists of a 24*5 array 
of attributes. The sliding win-
dow mechanism used for 
LSTM is maintained, but now, 
because the algorithm demands 
more control over the window-
ing system, it is implemented 
manually (without using librar-
ies). Data selection was similar 
to previously studied tech-
niques. In addition, the se-
quential data, to provide infor-
mation about the position of 
the data in the sequence, was 
encoded. In this way, instead 
of decomposing time into its 
character ist ics (hour, day, 
month), important time cycles 
(one day, one year) are encod-
ed by sine functions. 
Additionally, the record date is 
traditionally normalized and 
decomposed using a sliding 
window system. The code is 
implemented based on 
(Ntakouris, 2021), with 100 
epochs for t raining and 
Adam's optimizer.

Analysis and Results

AutoRegressive Integrated 
Moving Average (ARIMA)

ARIMA is, by its inherent 
design, pr imar ily assessed 
through autonomy tests. This 
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is because the model's inter-
nal mechanisms perform au-
toregressive processes to proj-
ect forecasts into future peri-
ods. It leverages histor ical 
data to predict future points 
by learning and understanding 
pat terns and t rends in the 
time-series data. As can be 
seen in Figure 3, the results 
garnered by the ARIMA 
model largely mirror the be-
havior of the input variables 
provided. This indicates that 
the model has effect ively 
learned the inherent structure 
and character ist ics of the 
time-series data, resulting in 
predictions that closely align 
with the underlying patterns 
and trends of the given vari-
ables. This adherence to the 
original data dynamics show-
cases the prof iciency of 
ARIMA in making reasonably 

Random Forest (RF)

As depicted in Figure 5, we 
observe a comparative analysis 
of the Random Forest model's 
prediction against the actual 
values and historical data. This 
visualization is an insightful 
resource to evaluate the mod-
el's performance in approxi-
mating the time-series data. 
The Random Forest model, a 
robust machine learning algo-
rithm renowned for its accura-
cy, is par ticularly adept at 
managing complex datasets 
with multiple input variables, 
such as those encountered in 
weather forecasting. Its inher-
ent design allows it to handle 
non-linearity and interactions 
between variables, which is 
essential in modeling climatic 
elements' multifaceted nature. 
In this comparison, the 

accurate  forecasts far into 
the future.

Deep Neural Network (DNN)

One notable advantage of the 
DNN technique is its ability to 
generate forecasts for near and 
distant future periods. It ac-
complishes this without a de-
pendency on past values or re-
lationships, meaning that the 
model generates its predictions 
at a relatively low computation-
al cost while preserving cli-
matic variables' seasonality. 
This characteristic makes it an 
efficient tool for weather fore-
casting where temporal pat-
terns play a significant role. 
However, the technique also 
comes with certain disadvan-
tages. One of the main draw-
backs is that it needs to utilize 
new information as input in 

the forecasting process. This 
limitation means that it cannot 
leverage the most recent data 
to improve its predictions, thus 
making the application of an 
autonomy test impossible. As 
depicted in Figure 4, the DNN 
technique produces results that 
largely mirror the behavior of 
the variables in the test data 
set. This suggests a high level 
of accuracy in approximating 
the patterns and trends inher-
ent in the data. However, it is 
essential to note that the pre-
dictions exhibit signal behavior, 
implying that they ref lect a 
mathematical model's output 
rather than directly mimicking 
the natural phenomena they are 
meant to forecast. This under-
scores the need for careful in-
terpretation of the results and 
additional validation against 
real-world observations.

Figure 3. Results of model ARIMA with History, Ground Truth, and Predictions data. The (a) graph represents the temperature prediction, the (b) 
graph represents the relative humidity prediction, and (c) graph represents the atmospheric pressure prediction. Source: Own elaboration.

Figure 4. Results of model DNN with History, Ground Truth, and Predictions data. The (a) graph represents the temperature prediction, the (b) graph 
represents the relative humidity prediction, and (c) graph represents the atmospheric pressure prediction. Source: Own elaboration.
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Random Forest model's predic-
tions align impressively with 
the actual observed values, 
signaling high predictive accu-
racy. The ability of the model 
to mirror the primary trends 
and seasonality in the climate 
data becomes evident, indicat-
ing its successful capture of 
the underlying patterns and 
dynamics of the climate sys-
tem. The juxtaposition of pre-
dicted and actual values with 
historical data validates the 
accuracy and reliability of the 
Random Forest model in 
weather forecasting. It also ac-
centuates that the predictions 
resemble the actual values, re-
flecting the model's robust pre-
dictive capabilities. Through 
this figure, we can appreciate 
the Random Forest model's 
strength as a climate forecast-
ing tool. At the same time, it 

is crucial to acknowledge its 
limitations and the ongoing 
need for model refinement and 
validation against actual cli-
matic phenomena.

Long Short-Term Memory 
(LSTM)

Figure 6 clearly illustrates 
the performance of LSTM 
model across different weather 
parameters. The LSTM model 
is known for its ability to pro-
cess long data sequences while 
effectively handling problems 
like vanishing or exploding 
gradients. This makes it an 
ideal choice for complex fore-
casting tasks like weather pre-
diction. In the case of tempera-
ture and pressure, as depicted 
in the figure, the LSTM model 
exhibits a significant degree of 
accuracy. The predictions 

mirror the actual data behavior, 
demonstrating the model's ro-
bustness and efficacy in han-
dling these specific climatic 
elements. The LSTM's ability 
to recognize and learn from 
long-term dependencies in the 
data allows it to capture and 
predict the intricate patterns 
within these parameters. 
However, when it comes to 
humidity, there is a notable 
increase in variability in the 
model's predictions compared 
to actual values. This could be 
attributed to humidity's inher-
ently complex and nonlinear 
nature as a climatic factor, 
which might require more in-
tricate model architectures or 
additional feature engineering. 
It is crucial to note that while 
the LSTM model has shown 
promising results in weather 
forecasting, the results 

underline the importance of 
ongoing model tuning and 
evaluation. The LSTM model's 
strength lies in its ability to 
learn from long data sequenc-
es, making it particularly suit-
able for time-series problems 
like weather forecasting. 
However, as the variation in 
humidity prediction suggests, 
the model might need further 
refinement or additional data 
to capture better and predict 
complex climatic elements.

Transformer network

Figure 7 visually represents 
the Transformer model's perfor-
mance in predicting various 
weather parameters. The 
Transformer, a state-of-the-art 
model designed to process se-
quence data, has significantly 
impacted fields where sequence 

Figure 5. Results of model RF with History, Ground Truth, and Predictions data. The (a) graph represents the temperature prediction, the (b) graph 
represents the relative humidity prediction, and (c) graph represents the atmospheric pressure prediction. Source: Own elaboration.

Figure 6. Results of model LSTM with History, Ground Truth, and Predictions data. The (a) graph represents the temperature prediction, the (b) gra-
ph represents the relative humidity prediction, and (c) graph represents the atmospheric pressure prediction. Source: Own elaboration.
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prediction is critical, including 
natural language processing 
and, as demonstrated here, 
weather forecasting. The mod-
el's semi-autoregressive nature 
allows it to make predictions 
that closely align with the ac-
tual values for the temperature 
and pressure variables. This 
accuracy can be attributed to 
the Transformer's unique archi-
tectural features, including 
self-attention mechanisms and 
position encoding, which ef-
fectively capture dependencies 
in sequential data, even over 
long ranges. Consequently, the 
model excels in tasks where 
understanding long-term pat-
terns is crucial.

However, when it comes to 
predicting humidity, some dis-
crepancies appear between the 
predicted and the actual val-
ues. Despite maintaining the 

same overall st ructure, the 
extremes of the prediction 
curve deviate from the real 
data curve. This divergence 
may result from the complex 
interactions and nonlinear rela-
tionships that often character-
ize humidity. It is important to 
remember that while the 
Transformer model shows 
strong predictive capabilities, 
these results indicate the need 
for ongoing model optimiza-
tion. Particularly with complex 
environmental data like hu-
midity, further tuning and po-
tentially more complex model 
architectures may be required 
to improve prediction accura-
cy. Despite these challenges, 
the Transformer model's ability 
to effectively capture and pre-
dict patterns in sequence data 
makes it a valuable tool in 
weather forecasting.

Performance metric

The performance metrics 
utilized in this study include 
the Mean Average Error 
(MAE), Mean Square Error 
(MSE), and Mean Absolute 
Percentage Error (MAPE), 
along with horizons, defined as 
the number of tests (Nandi et 
al, 2022). Figure 8 illustrates 
the evaluation results for each 
technique against the same test 
data set, presenting average 
error metrics across different 
horizons. The figure provides a 
comparative analysis of the 
modeling techniques, with two 
models distinctly outperform-
ing the others: ARIMA and 
the Transformer network. The 
Deep Neural Network (DNN) 
exhibits stable results across all 
metrics—MSE, MAE, and 
MAPE—demonstrating its 

consistent performance. In con-
trast, LSTM and Random 
Forest (RF) display higher 
variability in their results, po-
tentially attributed to their reli-
ance on the underlying data 
and their sensitivity to specific 
data characteristics. For in-
stance, LSTM's memory capa-
bility can lead to varying re-
sults with cer tain types of 
time-series data. As depicted 
in the sub-figure (a), ARIMA 
consistently outperforms all 
other techniques in terms of 
the MSE metric, up until hori-
zon 80, where the Transformer 
network matches its perfor-
mance. The Transformer's MSE 
stabilizes and remains constant, 
indicating its robustness over 
longer horizons. Moreover, a 
notable crossover event occurs 
around horizon 70, as seen in 
sub-f igure (b), where the 

Figure 7. Results of model Transformer with History, Ground Truth, and Predictions data. The (a) graph represents the temperature prediction, the 
(b) graph represents the relative humidity prediction, and (c) graph represents the atmospheric pressure prediction. Source: Own elaboration.

Figure 8. Error Metrics Analysis of Machine Learning Models. Evaluating MSE in (a), MAE in (b) and MAPE in (c) across different horizons. 
Source: Own elaboration.
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Transformer network reduces 
its MAE, maintaining this low-
er error rate until the f inal 
horizon. Regarding MAPE, 
sub-figure (c) illustrates the 
Transformer network's superior 
performance over ARIMA 
across time.

This overall analysis verifies 
the complementary roles of 
traditional machine learning 
techniques like ARIMA and 
advanced deep learning models 
like Transformer in climate 
forecasting. It underscores the 
need for a diversified approach 
to weather prediction models 
to leverage the unique 
strengths of different tech-
niques for improved accuracy 
and reliability.

Conclusions

The investigation under-
scores the intricate relation-
ships among temperature, hu-
midity, and pressure in weather 
forecasting, reaffirming their 
significant roles in understand-
ing climatic patterns and vari-
ations. Traditional techniques 
like ARIMA and modern 
Machine Learning and Deep 
Learning methodologies—spe-
cifically the Transformer net-
work—were leveraged to pre-
dict weather patterns in a lo-
calized context. This compara-
tive analysis offered insights 
into the relative performance of 
these models in predicting cli-
matic changes. Contrary to a 
broad assumption in the field, 
this research found that neural 
networks could yield compel-
ling results even without vast 
amounts of data, underscoring 
the potential of these networks 
for climate variable forecasting. 
This is a notable depar ture 
from prevalent literature and 
suggests promising avenues for 
future investigations on effi-
cient data utilization.

In the context of measure-
ment metrics, this study found 
that a suite of techniques could 
be utilized to elucidate the re-
lationship between forecast and 
actual values. The average ab-
solute error provided a tangible 
measure of model performance 
among them. With its attention 
mechanism, the Transformer 
network showed a distinct edge 

over other models and 
ARIMA, especially across 
larger horizons.

The potential applications 
and contributions of these find-
ings are manifold. For the res-
idents of Iquique, accurate and 
reliable weather forecasting 
could support better deci-
sion-making, for example, agri-
cultural planning. Furthermore, 
through this research, was de-
veloped an online platform of-
fering precise and located mea-
surements of temperature, hu-
midity, and atmospheric pres-
sure within the city. This plat-
form, powered by the data 
collected from strategically 
placed Raspberry Pi devices, 
provides real-time and local-
ized weather updates to the 
citizens of Iquique, promoting 
accessibility and awareness of 
climatic conditions. Moreover, 
it can aid in implementing en-
ergy-eff icient measures in 
households and industr ies 
based on weather predictions, 
contributing to broader sustain-
ability goals. The contribution 
of this research extends beyond 
the practical benefits to the 
residents of Iquique. It also 
involves conducting a compre-
hensive comparative analysis of 
various Machine Learning 
techniques, evaluating their 
performance, and understand-
ing their potential impact on 
climate forecasting. This en-
deavor provides valuable in-
sights for the scientific com-
munity and contributes signifi-
cantly to the ongoing discourse 
on applying Machine Learning 
and Deep Learning in climatol-
ogy. This research showcases a 
comprehensive comparison of 
traditional and advanced fore-
casting models, offering a ref-
erence point for future studies 
in this field. It emphasizes the 
growing relevance of Deep 
Learning in climate studies and 
the potential to improve such 
models further. As such, the 
contributions of this research 
are both practical, in the form 
of an accessible weather fore-
casting platform, and academic, 
through the enhancement of 
understanding and knowledge 
in this critical field. The re-
search could explore applying 
these models to other climatic 

variables and different geo-
graphical contexts in future 
directions. The performance of 
these models across varying 
data scales and quality would 
be another avenue to investi-
gate. Furthermore, given the 
promising results of the 
Transformer network, a more 
granular examination of its 
structure and working mecha-
nisms might shed light on op-
portunities for optimization and 
improved performance.

In conclusion, this study 
highlights the power of lever-
aging diverse techniques for 
weather forecasting. It contrib-
utes to the ongoing discourse 
on utilizing Machine Learning 
and Deep Learning in climate 
studies. It adds to this domain's 
growing body of knowledge 
and presents a robust ground-
work for future explorations.
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